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‘ . _ Abstract

. An expectation-based system"NGP;‘fbr parsing
. P 'y

-

groups

described.

into
_ The

the Conceptual Dependency
system: is :part of ELI

English

‘noun.
representation

is

Interpreter)

which

is

{English Language

-

used as thé front end 'to .several natural
. languagﬁaunderstandlng systems and is capable of handLlng a wide
range -off sentences of consjiderable compdex1ty. NGP processes the
1nput from ‘eft to’ riglit, one word at a
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world * knowledge

Dicblonary entries for

program's

knowledge..
handling of sllghtly 1ncorrect sentences

o find the
individual
In

.meaning-
words
addltlon, a

of a noun greup..’

contain much of the
limited ability for the-
- and

unknown woxrds ' is '
1ncorporatea, — . o , y 3
' - vl ‘ ".‘
/ 0. Introduction - . . ' -
Every natyral language processox has to havé the ability to
: ’ - ¥

5dnterpret

noun

phrases.

se e

called NGP (Noun Group Processor) which is an

ELI,

L]

whlch serves as the front

_Janguage ugjderstanding systems, S?M,' PAM Aand WEIS.

2

system capable of understarding stories such ag various newspaper

Thls paper descrlbes a~ set of programs
of
the Engllsh Language Interpreter (Rlesbeck and Schink 1976)

1ntegral part

s

of
NT e

end' to three

the Yale natural

SAM is a

-,

reports by using scripts (Schank‘,and Abelson 19757 1977;

Cul}lngford 1975, 1977). PAM ie an ' understandigg system which
'Q_ N .. . rl:‘~ ’ t *
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nses general knowledge abogt peoples' goals and plans ~(Wi-ilensky
. ; .

1976). -WEIS.is & system whichiufiderstands and classifies\a great
_wariety ‘of isolated newspaper headlines on international

relations. . ?Thus, oUr task was to process not only nOun phrases

. . P

of considerable complexlby but also to flnterpret newspaper .-

3 v .

‘headlines, which are not always ,grammatlcally correct. The

following two examples 1llustrate7 the k1nd off sentences our,
. , . \

'system is able to handle. '

3

1. A CONNECTICUT MAN; JOHN DOE, AGE 23, OF 342 COLLEGE AVENUE,
. n

NEW HAVEN WAS PRONOUNCED DEAD AT THE SCENE BY DR. DANA

BLAUCHARD, MEDICAL.EXAMINER. ' '
2. FUNERAL OF INDIA'S SHASTRI ATTENDEDQBY USSR KOSYGIN 'AND USA

) HUMPHREY.‘ ) : ) . .

- | - S C
S~ . ) . . . .o : ’

. To process Such a large scope of sentences the program makes

extens1ve use of- its knowledge of the problem damain and th\\

BHa 2
.

redundancy of natural language express1ons.,' Th1s9 saves., effort L

% [y

and permits 'correct processing of such 1rregular1t1es of 1nputf -

3,

texts as missing chmés\and art1cles, or sflghtly 1ncorrect word
I's

order.) It also prov1des for the abllxty to 1gnore unknown words -

$ /

“or (in some. ases) to make, plausible 1nterpretat1ons of sunknown
Pris

. s -

1 L]

knewledge 'is Kept in the dictionary. ' The Swoatrol

| 4 . . >
mechanisms remain dcmain independent. .~

- v ‘ -,
-~ + “ «
’ a . 4 B [ A ) N

words,

I'q

. v,
, 3

NGP is a production-like system wh1ch uses. expectatlons as -
] ° ) ’

its . bas1c control mechanlsm.'f The problem wlth every

. .. -

productlon-llke system is the tendency for the accumulatlon of*, a
.y .
large number. of expectatlons Elghtlng for a® -chance tom be

3
-~

“rs




- "according , to some frame. This i

pe]
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A\l Aol

tested.In this work I have tried to develop .a theory of - Rew
. N % > . \

¥ « , . . . ’ |
various expectations are organized, and processed, which, |I

believe, is in fact ‘a ,theory of how people prohess natural

L T, ' . ! ’ R R * ‘\. 4

languadge. The basic guiding principle for this theory was its.
s . , . |

|

_ intuitive plausibility. o ' /
* v v LA . : . - L
A d . \ . .
: : : a \
" 1. Noyn Group Semantics - \
\ ¢ ( \ . ‘ \‘
- E g\ v . E X
We differéptiaie‘f ur classes of neun groups according to
I T '
the conceptual structures they gengrate. o o
: S i X -
1. PP - Pictur& Producers
2. CTP - Concept Producers
‘3. TD - Time bescrip;ors e o L '
e . N AN
4.°SD - State Descriptors | \
\ 1.1 pidture Fﬁoduceré
) <\

/"PP's are defined by Schank (Schank 1975)- as conpepﬁé which.
tend to produce_ pictures of real world ;temé in/the:mind of a
« . J L4 . . N .// .y O \'
hearer. For example, L, '

. s
* - o v

(1) A BIC RED APPLE = . /o

. ./

"is a Picture Producing noun group. To understand. such an Xitem’
- \ .

»

-

‘means to idenﬁify thé structure in the’memory which corrésponds’
- et ] oLy W Sp ,

k4

to this item if such a structuré

, ‘ o . 3\
first stage, we analyze the input

hrase and b(anslate it d1ito .an

- - 13

dohe in two stades. -.-In the-, - .
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. . _ - - % I .
. : S } Paqe.4

v N .
> . -

| expressron ih Conceptual— Dependency (Schank 1972, 1973, 1975),

This express1on ‘should, preserve in a language 1ndependent ﬁorm

. all ‘the information cohtalned in the surface phrase.’ Thos‘(l)

- ’
will generate . A . o
\ . ) ) ‘ _ o o ‘

($¥PHYSOBJ TYPE (APPLE) COLOR (®). SIZE (y) DETERM (INDEF)], SEER

%

» \

‘where x -and y are points on the color and size' scales. In ‘the'

k . second stage,‘ we- idéhtify the CD express1on w1th the ex1st1ng

RS . .

memory structures by performlng the necessary memory search_ and

e » MY

£ ature matchlng : . c. o X
/E p . ! R ‘ . t ‘ A

"‘--. A’ CcD express1on for a-PP consists of & header followed by a
property list, The header 1s similar to- a superset pointer in

. h1erarch1cally omqanlzed memory syskems It pdlnts to a frame ‘of
< operties ' that the PP is expected to¢ haVe; The property llst -
Sfp11c1tly glven ‘in the CD eépress1on must be cdmpatlble - with
this frame. Thus. a (#PERSON): is expected to have FIRSTNAME,

LASTNAME, RESIDENCE; etcs bt a (#PHYSOBJ) is not. ALl

e N

properties not included in the frame must be speci ied by a REL "

Clause. For example, S
2 * . , . -/ \.
. 1 ~.~ . . -y ¥ . .
. (2) JOHN DOE, THE PASSENGER OF THE CAR
"' e , SN i ‘ . - . . °
‘.,’ .\‘z.

. is represented by ro

(#PERSON FISTNAME (JOHN) LASTNAME (DOE) v J

ot

o

RBL ((<=>" ($DRIVE PASSENGER MODFOCUS)))), .

,Where MODFOCUS is a .back .pointer 'o‘ the facus ' of 'the ' REL

. \' . PG N . . i
.mod1£1er, 1.e. to (#PERSON ...) o .
» - * ' ‘ "‘2&-- ¢ X . ' N
- LN k Ld
L . ¢ v B . : ) N
- ’ 6. . .
. - .d F
N ! -
i he PO -
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. (3) JOHN

SAM's memory program accepts 7 geﬁgral, éiasses of PP's:
'* $PERSON, §PHYSOBJ, « §ORGANIZATION, #LOCALE, $ROAD, #GROUP, and
' <@ . - , .

$POLITY, which'é%n be iiiustrated by the'folowiqg e&amplesz-

" ($#PERSON FIRSTNAME (JOHN))

i

(4) YABLE - ($§PHYSOBJ TYPE (*TABLE*))

&

.(5) NAVY = (#ORGANIZATION éRANCH'QgAvyj)
‘; (6) 593'§OXQN_RD- = (#prAPE STREETNUMB;ﬁ‘(593) -~
| L * STREETNAME (FOXON) % .
: : N A -
;i STREETTYPE;(ROAD)) e v
(7) ROUTE 69 = (4ROAD ROADNUMBER (69)
T ' ROADTYPE (HIGHWAY)) T
(8) JOHN AND MARY = ($#GROUP \ - e
ST < MEMBER (§PERSON FIRSTNAME (JOHN)) . .
’ . MEMBER (4PERSON FIRSTNAMF'(MARY)){ S
. ‘ .

(9) Usa

J4#POLITY TYPE (COUNTRY) NAME (USA).)

L4
v

. . N
L4

1.2 Conceﬁt Producers

A3

IS

\ Very.ofngh noun groups do not describe ‘any real world items;

» ~ I
A

Consider the following sentence:

\J e

(12) JOHN VOTED IN THE 1976 PRESIDENTIAL ELECTION.

"THE" 1976 PRESIDENTIAL ELECTION does Wot produce a ' single’
- o " :
"picture” in the “mind Qf the hgérer. Rather, it points to-a

camplicated - conéept involéing the . names of the candidate§,

primaﬁieé, voter registrationy-etew-The.kn ledggwghgg;'tbpgcal

{ ‘elections is normally organized in a scripg-1i form. The verb

E R

VOTED specifies the role John- played in the eléction'script.'

=

» \ e
) . . ‘ . N
~ . - -
. e - >
. . d
-
. .
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Thus, the meaning of‘112) is the invocation of the election
N PN ] -
~'script and the instantiation of the script roles. The CD °
. ¢ = *
represéntation of THE 1976 PRESIDENTIAL ELECTION produced by the
. Vparser looks; as followg:
($SELECTION TYPE (PRESIDENTIAL) TIME (1976) REF (DEF)),
‘e

'where SELECTION- is a scribt name and TYPE and TIME areJ script .
paraMeters. This output is ;ﬁ%érpreted by the Scrlpt Appller.j
A Y

. All scr1pt names and parameters which appear 1n the CD expression

xl
. © must be recognlzable by the Scrlpt Appller. —
. 1.3 Time Desgriptors : . .
K“\‘%\:K oo . _ . . ‘ B ;
s, "This type of noun group can be illustrated by the folldwing
exampl§: T ' \ -
(13) LAST YEAR WAS BAD FOR JOHN. = - _—
] Sentence (13) means_that\rsometh{ng unspecified happened which.
N ) . .

R '9 made John unhappy and that this event (or events) occurred during

last year. LASN YEAR does not geherate a separate concept - but

&

enters as< a time modifier into another concept. Other examples

=~ ° . . )
of Time Descriptors are: YESTERDAY, MONDAY MORNING, THE  WHOLE
DAY, etc. ‘ . ‘ . ‘
4 ' A . . . . -
. : R ‘
b d .
1.4 State Descriptors .

\

.- ' ) ¢ T . . )
Noun ‘groups of this class produce assertions about the

L A G AACAAAAATCCC G RO . e A A 3
L4 -

sﬂétes of PP'H For' example, theAmeaning of

. $ 4
!

J}4) THE BEAUTY OF THE PLACE (struck John) , C

JJ

*
- . . L4
.

* >
e 8
N
.




«

- is "THE PLACE IS VERY HIGH ON SOME AESTHE?IC\ SCALE", or, - in
) , Q

~ CD form: JR - . . T

'] ) . '
' [(ACTOR (#LOCALE REF (DEF)) IS (*AESTHETIC-SCALE* VAL (10)]

‘kiesbeck and Schank 1956). Howeverlgfhe contfql structure e;;

the order in wh the expectations are Etored and tested in NGP )MJ::Lf“”

& - P

s '
. L \ - . &
¥ + - [
. v

oL~ J
- £l

Phrase (l4).fs an assertion of a fact about the place rather than .

, : . . .
a PP with a modifier as in - o L . N . .
. . ' ' ’ . N ' |
- (15) (I saw) A BEAUTIFUL BLACE, . -. - _ . - - - "
which'can'be'%epresented in CD form as . ' .
(#LOCALE N - h L .
‘v ! &

REL«((ACTOR MODFOCUS IS (*AESTHETIC SCALE* VAL (10))))
,3

A
. 0
> . ¢ .

REF (INDEF)), : ) - ,' ’ "

@

i.e. ~a place WA?Ch is vety high on somileeeghetic scale.

/ 3 "“ . ’_" /\'- p—
. 2: Basic Noun Group Parser : i b \

" fThe goal and the general methods of the Noun Group Parser

(NGP) are identical to the rest of ELI, i.e. "the gcal of NGP is
L K} . .
o [ A .. . -
the extraction of the conceptualizations that underlie the input., -

N -

Expectations are its basic mechanisms of operation. (Sde.-

w ) - ) . i . .

-

e

« '
are very differen from those of ELI. Tcrgszgit %r1efly, in- ég}._
all .the ;expeFFations are placed in one. pool and are testeé\\““~<L;q

A -

whenedeq«ua new word or concept con51dered : NGP takes f:@.
advantage "of the relatively ‘rigid” tue@uceawgf Engl1sh houn-
> /
‘groups to selecdt and order suitable expecgetlons-at each point of, ‘
the . process.: The program exama#es the. ?jrds of the input string T \{
TN S - S '
. L ~ ! N




( . . 1
. 3 v
. . . .

A - T

.....

- . . . . .

vo- . S o . ‘ ~h : .
.from left to right. The basic loop of the,analyzer consists of
two steps: _— . -

S - ¢

o [y

.

A}

the active memory

2.’Relevant egpectations{‘afe' selected and tested. ° If an

S e

.expectation is satisfied, the actggns associated with it are
N B ." .

executed. O

This basic loop is similar to the‘monitoring&control program of

ELI or any other production-like system. The difference 'is in

the selection and ordering of expectations. .This. process is

rather complicated and I will try to describe it systematically

and in 1ncreas1ngl& greater detall _throughout the rest of the

*

paper. i1l begin by presenting the analysis of a simple
example: , . \ C.
~ s N * . : ’ -
"' o (1) LARGE CH{NESE RESTA URANT s L .
. o \ ,
b4 . . i
\.\ . ) . « ° % \ \

First, NGP sees-phe word LARGE. The dictionary definition of

\ -

ﬁARGE +is a program which can test the env1ronment\when LARGE is

brought into the-active memory arld build the initial SEMANTIC.

NODE for it. These semantic nodes (called NGP nodes .in the

T

_@M.»H«““program#“atewthe“constfﬂbtiOn sites where various parts- of _the

future * CD quressxon are being assembled The node fog LARGE,

say NGP1, has»an expectatlon attached to it wh1ch says "if _the .

b . &

{ next semantic is

.
[y

" o
~ , ™ . , e

LN

o
D

1. The dlctlonary deflnrtlon of the current word is ’loaded into '

' sthen attach~modifief@

> R ’ Page 8. . ,

»

I .

\




. . .~ Page 9

semantic’ NGP2,- whose

"The ‘word CHINQ§E builds the - node

' SEMANTIC¥ VALUE ° is’ (*CHINA*) and wh1ch has an expectatlon saylng

'if*the next semantic node fs a §PHYSOBJ then [attach the modifﬁer

A

R MADEIN

(*CHINA*) "to it,

then attach the modifier PARTOF (*GHINA*) to

’it" .

if it is & $PERSON or an $ORGANIZATION -

» ’
-

‘monitor checks the expectatlon attacheo

' f © fail anﬁ’ﬁ%éi’is placed &h the top. ofr HODLIST:
/a/‘ . * S . . \ )
B X . . .

Next comes the word RESTAURANT.

thls, the

‘NGP3  whose semantic value is.

' (RESTAURANT)) and-which has an expectatloh nif

™ . .
semantic ~node can bé a

.cutrent node"

mode of operation. It sees two sets of. expecta

N ‘e

attached to NGP2 looklng "forward" at NGP3 %Pd those

-

NGP3 look;ng "backward"‘at NGP2.

are not consggefed because NGPY is hidden by NGP2. '
monitor tests

to NGP1.

* Having done

It

. 4 /
. .

+

the

tions:.

attached
«

. First,

~E

" hackw4rd" (called BACKWARD in the-program) .

oy

there

are

It builds the  semantic node

($ORGANIZATION OCCUPATION
'PREVI&US
restaurant type then attach\it to the

Now the monitor goes into the expectation testing

hose

to

Expectations attached to NGP1

the

those .expectations of the current node which 1look

>4,

no

~

. such

to th
the st

-expect

each s

the. e

or 1f all of them fa11

the monitor tests the

~expectations

R which -

e

ack. is  popped . and the

ations are satisfied.

> .
»

is
tep.

xpectation is satisfied,

previous semantic node: .

process

ig

modifiers which. have not .yet been attached.

In our example (*CHINA?) can be

repeated

The ~

aQ, res

N

L

‘until

current n

taurant _ t

the value of NGP3 is modified,

‘

. ?.HL:forward" expectatlons Lcalled .FORWARD in the program) attached°
If an expectatign is satisfied,
“Fo

Intuitively, MODLIST -contains:those

ode,

kept 1n NGAP, is the focus of assembllng act1v1t1es at

ype,

and

© .
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- T o . A )
E2 - ,

\ NGPE‘is remo?edjfrom ﬁbBLIST. The follow1ng d1agram 1llustrates y

the tfansition: ‘ N .
. . . . * . . N !
BEFORE: MODLIST = NGP2, NGPl T L -
" st .. .. NGAP = NGP3 o O
Q ~ . . -
NGP3 = (#ORGANIZATIQN OCCUPATION - (RESTAURANT)) .
' AFTEB:~ MODLIST = NGRl ST T o e
. ‘, 3 ¢ -, .' ' . _., . ; N % .
. NGAP = NGP3 - , . R
NGP3 = ($ORGANIZATION OCCUPATION.(RES RANT)
) | TYPE (*CHINA*)) A

PR

Now the mon1tor sees NGPl on the top oﬁ the stack.  Since _NGP3

- e,

.does not have. any BACKWARD expectatlons left,‘ thef.EORWARD Ct

expectation:of .NGP1 1s.tested ~ Note that” at th1s point, ‘NGP3

does not correspond to any part1cu1ar word, but represents the -’

p canblned mean1ng of CHINESE RESTAURANT. LARGE can be\attached to
- NGP3 and the resultlng structure»rs: )
ot : 7. - . .
MODLIST = EMPTY < T . oo
. . . H . 3 . . - *:*'“:’ . v t,
. NGAP = NGP3 - -, . : x ; A NS 4
‘. . . z' Ao - 2
.o . . o .
¢+ _ NGP3 = (jORGANIZATION OCCUPATION (RESTApRANT) - . ‘
. . TYPE (*CHINA*) . ) N - ..
- . T smE (k) . S
- . . ' .. . ) w‘ - ¢ .
So far, we have introduced the. following conqepts%
- + * SEMANTIC NODES - are the nuclei around which all construction

-+
 activities are done. The value of a semantrc node is .a
v -
R \ ) e ¢ ]
piece.of conceptual - strucéuxe .which mlght be used in

assembllng the CD expression for the whole noun group.
BACKWARD andeFOPWARD -. are the ﬁwo groups “of expectations -

L attached to a semantic nog’. e _ .0




K

3,

.
¢

/.-,g

NGAP - holds the current semantic node.

. - - R , . ' N . .
MODLIST - is a stack which holds all previous semantic!nodes. ~ ¢
The ~ basic control aléorithm “of* NGP, which was |informally
deseribed with, the ‘help of the above example, now cap be' stated

in more precise terms- !

4 } .
STEPl Read .’new word. Exdcute its definition an' put the
resulting semahtic node in NGAPLf _. ) ‘ ‘
STEPZ If MODLIST ‘is empty then.go tolSTEPZ else. go t¢ STEP3. '
~STE;3 If NGAP does not have .any BAéKﬁAgD expect ions g0 to
STEPS, otheruise go-to STEP4. N . “
J éTEP4‘Evaluate BAC%WARD‘expectationS of NGAé In ‘tase of failure.
; go to STEPS, otherw1se pop the staek and go to STEP2. .
?;STEPS If then;:;ahtlc node on the top of MODLIS doée, not hage .
any - FORWARD expectallons then go to STE 7 other%ise'gb to
’ . STEP6. | - ) .;”':;/ C e
STEP6 Evaluate FORWARD eipectations. In case of fallure éo to,
-, ‘;'.STEP7; otherW1se pop the stack and go to STEP2. ﬁ. ™
STEP7 Puﬁ the content of NGAP (current semantlc node) on.. M@DLIST .
) and go to STEP1. ) ) N '
The underlylng assumptions of thls algor1thm ‘are: ) .

People read noun groups from 1éft to rlght.

L

- ,
People do ‘not pa551vely accumulate words until they decide

that ‘they have " -

reached thé head noun. Instead, they make

B

dec151ons about the 1nterpretat10ns and comblnatlons of words

-

p0351ble‘

;

/as soon as it becomes (1.e. as soon as an -

Thus., - a ‘phrase ' MEAT SHOP
S —

,",”

- OWNER, MEAT SHOP is 1nterpreted before -OWNER 1s read.

- E

expectation is satisfied). in

3 -
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' N - .o

e (c) bxpectatidns_attacheéjto words Qbicb come later in the phrase'
i - ;' usuall? are §tronger than those of’preceding words. In the
. '_ 'sequence of words of - a‘ simpie noun graug (like FEARLESS
t CHfﬁESE SOLDIER) words onjthe.left are h%ually'modﬁfiers ?f_
- » some word. on the right. = A ﬁedifier .normally has * PORWARD
expectations for a fairly large class of items it can modify,
On the other ﬁandﬂ rt is relatively‘seldcﬁ that a "word is |
' » lookipg for a particular.moéﬁf{er‘én its 1éft. 1In general,
the more specific. the etpectation is, the higher priority it
should have. Thls is what. happeaeq in our example with
CHI’NESE RESTAURANT. IR )
Sosfar, I.%ave*earefully avoided one very }h;ortant problem.
: My basic. control algorithm does not have a STOP statement. Where
does & noun group end? This problem is dlscu;sed. in the next
| sectlon. _“' \ . » - ' ' .
o T A L. < ) “E~i§
' . . 3.:.The Proelem of Boundaries ‘ ]
. . .
" - '‘One preblem that any noun group processor has to so{ve ,i's
’the problem(of b;undaries. Where does a noun group end?’ 1In mpst’
g3ses the aaswer to this question i$ qu1te simple: . things like
’verbs, commas, ~prepositions, and articles terminate most'noun
groups. In pragtice, howayer,: none of these 1nd1cators isi very
reliable., Consider the following example that NGP had to deal-
‘with;‘ . : : ' t. :.

(1)-THE U.S. FPORCES FIGHT IN.VIETNAM IS HOPELESS. '




N
-
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4
”~

This example illustrates the ' difficulties arising from the

anbiguity"of - the part of speech classification of the qords,

~

PORCES ana~?IGHT. When the context does n. prov1de an “early

° . 7 -~ .
disambiguation we’ have to make  a guess and then later correct 1t
, . . Y »
if.necessary. As a f1rst guess, NGP collects the max imum number
kS
of  elements into a noun group Thus it 1ncludes both FORCES and
. . ‘” - L} '
?r&ar rather than stopplﬂ after THB u.S. - “v
'{2) BILL, JOHN, AND MARY LEFT. ' ‘ -
> ¥ . -
(3) BILL RICKED JOHN, ANﬁ.MARY KICKED BILL. . .
» T . . -

~

.
<

BILL, JOHN, AND MARY in the second example constitu;e’\one'

semantic unit -. > - : \'.

7}GROUP MEMBER (#PERSON FIRSTNAME (BILL)) '
HEMBBR.(#PERSON FIRSTNAME (JOEN) ) * f
MEMBER (#PERSON FIRSTNAME (MARY))) * ) i

But‘is it reasonable to consider this phrase as ia single noun

- b4
. group ron the surface ‘level? Example (3) showS that JOHN, AND

HARY m1ght be dlfferent groups. Bxpectatlon external to the noun

group. must’ dec1de whether these three words can be clustered 1h

[ 4

*J:one group, The same is true for examples (4) and (5), where the

™t

phrase ON THE TRAY may or may not be attached to thé:noun phrase -

THE GLASS. - .

o g

(4) JOHN SAW THE GLASS ON-THE TRAY.
¢ . oy .

(5) JOBN PUT THE GLASS ON THE TRAY.' o )

‘e -

Oh the other hand, the prepos1tlon OF in the phrase OF STATE ~ in

-




* is one PP and, ‘therefore, should copsidered one noun. group.

example (6) ” , .
g ; ..
- ’ FZ' *-

(6) U.S. ASSISTANT SECRETARY OF STATE MARsHALL GREEN

¢
.

“is predicted by the noun SECRETARY, and can be 1nterpreted by the
4
noun group processor w1thout outside help This brings in the

u‘

following principle of noun‘group proces81ng.

\

ANY UNEXPECTED WORD WHICH IS INCOMPATIBLE‘WITH THE CQRRENT

3

NOUN—GROUE TERMINATES THE GROUP ON THE PRECEDING WORD. -

Control is: retﬁrned to-the‘prgher level .routine which called the
noun group and which decides how the group w1ll be used. . It

might be attached to a preceding noun group or used otherwise.

[

Semantically, a phrase like : /0/ B i

" OF COMPUTER SCIENCE AT UCI (was awafded ...)

!

e s

Prom the process1ng p01nt of viey, wé need a more restricted

1 _
deflnltr/p of SURFACE noun groups. SURFACE NOUN GROUP (or,

simply, noun group) is a str1ng of words which can be processed

[

by NGP without rellnquzshlng contrdl to the hlgher processor.

What are the rules of ‘compatibility, which determine the

boundaries of a surface noun group? -All semantic nodes that can

~
- N v -

be- used iy a noun grodp must belong to- one ' of the following

¢lasses: ADJECTIVE, ADVERB, NOUN, T%TLE, NAME, NUMBER, DETERM,-

and BOGUS‘ (This 1nformat10n is st0red on the node u?der the

property MARKER}) . Class BOGUS is.reserved for unknown words and’

<

O

. .
. . Y
‘ ) ¢ ¢
. .
. .

16

i

7, ASSISTANT PROFESSOR -

>

v .
e

Bod) !
Lo
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will be disc%ssed later. Class TITLE . contains all ‘the words Lot
\ . which can Be . followed by a name: professor, doctor, patrolman,
N \ .
pres1denE, étc. ,The noun group is processed frOm left to r1ght N
1 ‘ - e k . ~ '
- as long as the:20110w1ng condltlons are sat1sf1ed o )

o

. (1) Each word which is not speciflcally expected must belong to

one o?%the classes mentloned above.

v

(2) No word can precede a DETERM. . . N

. ) (3) ADJECTIVES, ADVERBS and MUMBERS cannot be preceded by eltger

' NOUNS TITLES, or NAMES, .

&

(4) TITLES and NOUNS cannot be precedéd by a NAM?. oo

L ’ (5) a NAME cannot be 1mmed1ately preceded by a MQUN.
L3

- N v \

. (6) AaNAME cannot be(ppeceded by a DETERM.

For‘example,.phrase 7) ‘will be processed as four separate noun

-

= grougs: . . o . )

“(a) A, RECENT YALE GRADUATE‘- ends with a cxmma, but even if this
¢ » —‘—Q‘\ “« .
ccmma were missing, the phrase would have .beep terminated at v

A}

the Same place by NAME, using ruLesés and 6

o -

(b) JIM MEEHAN - ends with a comma ' . . . - =

(c) 27 - spec1al case of a noun group - an age group . -”5
ﬁ hd .

(d) »ASSI§TA‘NT PROFESSOR OF COMPUTER SCIENCE AT UCI' - ends with

- [y

WAS whld? is a verb ) ‘ » - K

Noun gtoups GE-COMPUTEB SCIENCE and~ATQUCI are processed  without .

. leaving 'NGP since the word PROFESSOR sets up expectations for

7/

. . them, , kQ\-A v ‘ .

¢ 'Y
.

'Rules-(l) - (6) are much looser than the usual - syntactic&\Q;.
o ~ .
rules for noun groups (see, for example, Wlnograd 1972) But our.

ugoal ii\not the rejectlon.of syntactically 1ncorrect. sentences. ' 1
. . . ’ . ) . ’ " . ‘

Q ) y - 1‘
ERIC R VR S

. . . -
o PRI ¢ . s o
. .
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. We, introduce restrictions‘ only where they help, where the1r

absence’ creates d1samblguatlon or process1ng d1ff1cult1es.
S

. .
-

. A
\

!

The other d1st1ndt1ve feature of our rules is thatfthey/ are..

s

generated dynamlcally and ‘can” be changed . by actlons of any -« .

expectatldn. This_is how, for exanple, possesives are handled:'

. \ , ;v/ R . ¢ oS
. (8) POLICE CHIEF'S NEW .CAR' : . . '
oS N ' )
: s f;?sti‘the node for POLICE CHIEF is build: ot
"NGPl: =~ ~- " (L‘ ' J " ’
", VALUE = (ngRsoﬁ‘octupATlou (BOLICE CHIEF)) -
t .‘ l\
. MARKER;7 TITLE- ° SR ) . Yy
'; ‘ Then. thé program sees~ the,fpossessian mark which satisfies a
¢ , e K3 N 4‘ . ’ 5
! -special default: expectatlon. ' .The adtion of thls expectation,
/ ‘\ .. \
transforms NGP1 1nto- . Toos S ' . i
. x o \\ . A ) n
NGPl' N . . < T ° ’ '
, ,
. VALdp (#PERSON OCCUPATION (POLICE ~-CHIEF) ¥ T
MARK&R —rADJECmIVE K . . , e
‘ " FORWARD = "If the “fext node is #PHYSO%; then’ make it -POSSBY
.oy e the value of NGPL Yi.e. by (#PE‘RSON OCCUPATION
) : (POLICE:CHII}:F)\T . \/) Ve -’/ :
) . . -, . ‘ ’ ' \_‘“ . : - b N s "
o P ) - " ’
- {’ Y '}{ ? } i
5 . 4. /Putting Pieces Together.
\ T . '; {(‘4\ ) \ . . .
In the previous sectloﬁ I descr*bed ‘«the basic \noun group
° ‘ ik ;} * . \
processor, CoTplex noun grOups are ﬁpken 1nto s1mpler phrases
~ wh1ch are processed separately Separately, however, does not. '
! mean independently. The previously built part of the noun group
- - — l' ) . . . . . i
. - , ; . M »
Q . A \' 18 , "
U N oo e ] ’
. ' 3 ) “ i} !T
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~— can affect the analy51s of the remaining’ parts. In this ;section
- 0:}""\ -
. -

I w111-de§crrbe the mechanism of this 1qteractibn and how various
. .z . ’ ’ . ’
parts of a mdqn group are put-.together.

1 »

‘In accordance yith.o;r general principles, this process is
driven by é hier§rchically ergad&zed set of.expectatipns. .There
are .two kinds of expectétidns: (l) those dyﬁamically generated
by the input and (2) defaultkexpectatlons supplled by. the controlﬂ

mechanism. ThESe defdult expectatlons are de51gned to catch such
. * ’ (
unexpected ~thmgs as app081t1ve§, ~addresses, age groups, etc.

-

For -example, when we hear A;CbNNECfICUT MAN in. .

‘ . . ' 4 . ’ - .

< i ‘ ‘ . - }__/" “ oo ."" . o
(1) (The award was given to) A CONN&CTICUT MAN, JOHN DOE, ’

~

AGE 23, OF 234 COLLEGE AVENUE, NEW HAVEN. ) T o\
. -"‘r}’ ' - ". ]
we do not necessar@ly ;mpédiately expect. to hear his name, age,
. . and address,‘-althog&%‘ we ~ know that ' as a,peréon he has these
- | charécteristics.\’IﬁESe‘are secondary, default exéectétions.which .“@
"are tested onlyf if other, expiicit e ectations féil. In the . 2
above’example th processing goes es-f lows: C Ty
X’ \ C ‘ : S :
. ‘First, A CONNEQTICUT MAN .is collected, generating:,.. .
(2) (#PERSON GENDER (MALE)
’ ;iESIDENCE (#LOCALE ’S'TATE.:~(*CONN*)))' ’ ’
" At this point, control returns to ELIgy which teste. the
expectations ﬁp}qh“ were pending tefore we- reached this phrase.
One'of these' expéctatidgs is satiéfieé and its - abtron puts
structure (2) Jpto the wa1t1ng slot in a larger frame. o {\

’ ’
. s




((ACTOR (NIL), <=>. (*ATRANS*) OBJECT (*AHARD*) e

TO (fPERSON GENDER (MALE) o ol N =

e ) RESI:DENCE (#LOCALE STATE (*CONN*))) - ] .

» LS

The . slot that {2). fllled is remembered in the variable called '

4

LASTNG. " ] Then comes ' JOHN DOE. ~ No explicit expectation

-

'Satisfled: " The monitor.goes to a specialvmode’called TRAP.

checks. whether LASTNG was a person and,(if so; checks the default

.

expectations about a person. The NAME expectatlon is satisfied

and the - specialized- action which collects personal names is

+ 4.

i

executed¥ As a result na@e modifiers are attached “to- the male |

Connectlcutﬂresidept: ‘ .' ) PR
(#PERSON .GENDER: (MALE) - 0 AT Coa
e ‘ e ¢ ' - ¢ -,

RES‘IDEN‘CE, ($LOCALE STATE (&CONN*) ) - Vo .

- ’ ., ' , .

§£§§?NA§§:JJOHN)_;ASTNA&E (DOE)) .

After this, cdntrol .goes back to the top level processor, \Thls

reads " the next Word, “27“ Again, no expectations ‘are

A d ®

1mmed1ately sat1sf1ed and the monltor traps - into the secondary

.
v L

expectatlons. " The AGE expectation is -satisfied and - the

o spec1allzed actlon which collects AGE specification groups ‘is

=

executed. .The result ‘is an.AGE m Ifler whlch is attached to
N -

~

,address group processor. The- f1nal Jesult is; ° Y

' - "" . .

' ’ , N
v, . L}

. John, OF 234 CQLLEGE AVENUE also goes“fo TRAP,Kwhlch calls the '

(#PERSON GENDER, (MALE) >,
/ _.“‘.... N N K v . N . ,
. RESIBENCE (#LO((AIE.E. STATE (*CONN*) , - *‘:,&
( , | .
. . . - STREETNUMBER (234) .
, g . I .
z . I X , ' ./ !
’ é . ~ ! ' - »*
. ‘ . t
% n
: 20 ( . -
N ' N - . '*5*;’? . -~
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-

. ' ¢ . STREETNAME (COLLEGE AVENUE))& .
- C * .t . M ° . M
et FIRSTNAME (JOHN) LASTNAME (DOE)) .

4 . -

. >2 The following example . illustrates ‘a 'slightiy different
brohlem:,

¢

P (;3\) LOUIS -CAPPIELLO, YALE POLICE CHIEF .

In order.to,figure out that heing a YALE POLICE CHIEF is" LOUIS

~ ' .
CégPIBLLO ] occupatlon*ée first have. to collect’ both: noun qsﬁhps.
[ < : . {""\
* This is dohe with the help of another secondary expectation L
w.oo. e . .
' called EXTRA-NOUNGR trap. LOUIS CAPPIELLO. generates:
_ (#PERSON FIRSTNAME (L@[JIS)‘ LASTNAME {CAPPIELLO))
s . - . 1y o . ' ‘ / N , e
YALE POLICE CHIEF genérates: . ' _ ' -
- . - - ¥ - . N
‘(tpﬁascgu OCEU'PA.TION‘(YALE—POLICE-QHIEF)')‘-. S A, &
Then another secondary expectatlon tests to see if LASTNGif&nd’ %' <
LS g .
. EXTRANG could be s the samé th1ng. If so, the two‘groups are
.. S ) ¢ . . . . . — , . . 2 . .
merged. - - - N - . L e
) . ‘ N ° . N N X 7 '
- ) o Appos1taves can be arb1trar11y complexv- from simple name A
" *\.\, . s - 0.

groups to compllcated,prep051tlonal phrases and relat1ve clauses //

. Very rarely are they exp11c1t1y expected. They* are handled by .
‘the secondary xexpectations based on the general propert1es “of ’*"??"
things and. the khowledge about the ways.'these- thlngs‘ ’ " be i‘ ‘-

expressed in .English.. TRAP represents an-attempt to implement . -

‘the ﬁechanism controlling the - interaction -'betweep these
4 . 4 " ... )

\

X ationg. " . T . e - °
= pect tiong ] . 4 4

N - . . - .
. . PR *
- - s . g 3

| - o ) ) B - ' ' ) ‘ | . | | . _' ’1 . ' ‘ ‘
E | ) l . \g Zk . - . s '3 ) ; .
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"TRAP is still in the experiﬁental stage 'of development.- Its

4

>

flow of ' control is‘ra%h r complex. 1In general; fipst, it tries

<

to finq?ana‘test eipeptations about generaf*aproperties' 8f the

“
o

item in LASTNG.,- For example, for a person, it trles te;collect
spec1al/nod1f1ers such as. name, age, gnd address. .- If .all these
expectatlons‘ {all, TRAP checks for poss&ble appos1t1ves such as
eimple EXTRA ‘noun 'groups, prepos1t10na1 phrasesp oﬁ? relatlve

>

subclauses. If one of these app051t1ves ‘is colFthed TRAP flrst

checks the'exp11c1t expe$2at10ns which may have been pend1ng (for.

ﬂexample, a WHICH clause might want to be attached to a partlcular

ad¥¥in. This time, it may catch some propertles\whlch 1t missed

> -

? [y

§ny51cal object) nd “tfien 'Fhecks ‘the seconQany_ expectatlons

the  first time because they were encoded. “in a, more compllcated
form. In , order to clarify this/é£scr1ptlon let ueﬁfollow a few

more examples: ¢ )

. . g i/H _
‘ * L4 »

EN

L) /.’: .’ /} ’
(3) JOHNM.DOE OF GENERAL MOTORS ' - :

R " e «
The su grouo OF GENERAL MOTORS is caught by TRAP s prepositional

3 2

ch cah link JOHN DOE and- GENERAL MOTORS, °the default one,

L2 Y

.attached to OF is checked. Its action llnks the two groups as.

follows: !

~

%

- -

. .
- ' B
> 4 . A L LY
. X . . : .

| (#PERSON FIRSTNANE (J0HN) LASTN&&E (DoE) o

.

. SOMEREL (#ORGANIZATION OﬂGNAME (GENERALJMOTORS)))
4. .

4 \d
. .

?

SOMEREL. means that we do not really know the\exact nature of the

relatloqs between JOHN~DOE and GENERAL MOTORS. o

'
éxpectatlon. Slnce tnere‘ are no spec1f1c.expectat10ns
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-

In the following example . '} -

) (4) Us NAVY TASK FORCE WHICH HAS .BBEN ON ., PATROL UTY IN THEZ~
- _ INDIAN OCEAN (left the area). - '
th% WHICH'ciause~is collected‘by{TRAP's'subclause expectatjon and
- is® attached to Us NAyf.TASK FORCE by an ekpéctdﬁion associated \ﬁ‘
"with WHICH.- The result is:‘ : _— ‘
; . N -
.(#GR-ORG, PARTOF (#odGANIZATION BRANCH (RAVY) " ’ -
e PARTOF (*USA*)). B
o REL "((ACTOR ’MODE“OCUS L . "
) N, <= > ($PATROL PLACE (*INDIAN—OCEAN*)))))‘M\
Subclause processing represents a difficult-problém on, its v
L. own. The problem: of subclause boundarles, for anmple, is as
j_complex as that of noun groups. “In solv1ng rt;_l used “the -%ame .f
phllosophy as for noun groups boundarleS° the current subclause
is finished when the  next word is not expecteq by any ’
expectations from that subclause. | '
The traditional stu;nbling. brock ~of all parsers -- AND
s conjunction - 1s also handled{by a ser1es of "TRAP expectatlonf.~_
Although, in dlfflcult cases we cannot avoid backtracklng, 51mple
cases like - ' S . v N - . o
N S P . .
Y4 (5) JOHN AND MARY ATE ,SOUP AND_ LASAGNA WAND LEFT . <o

f Y . 4
r - . w
.

-~ P -

- 0,

can be paeoessed by the program~uith the heip of the ‘following

) heurlstlcs. If AND is nét spe01f1cally expected and occurs in

- - 1
the sentenzs between two noun groups which can be combined 1n one
v, . ¢

- %
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\ v

- v . .
A S 4 g - ¢

- ' © . . $

semantic unit then it is interpreted as a link between the two -

- .

- 4 . - B e D L. e areors o ot remenes P Y A

noun groups. Otherw1se, if AND occurs in the sentence after the

P / . 3

verb it is interpreted as a llnk between two_clauseSr

N * ’
o ' ‘. * 4 o ,3 - ' .Z
. N N

All examples presented so far deal with: noyn groups |

&
! descr1b1ng Picture Producers. The nekJ example shows how Concept

Pfoduters are handled. . )

©
N N . . . }

-

7 ‘o

IN INDONESIA.

P

3
3

- | . .
THE EXECUTION refers“to the script $EXECUTION. This’ scr1pt has

introduced by the preposition OF. Hearing . the word ' EXECUT ION

. sets up an expecéation for the word OF (someone) THdeANDS‘bF

expectatlon 1s sat1sf1ed by COMMUNISTS When IN INDONESIA comes .

. ~
it is not expected by anybody. Hence, the noqn_group collectlon

‘or
8

is suspended and THE EXECUTION wh1ch is now transformed into:. *

» L
'

([SEXECUTION.VICTIM (#GROUP MEMBER (#PERSON )

" | : . OCCUPATION (COMMUNIST)

T

. - >
\J . . . A

f - '4 ~ -
. - L

P this) IN INDQNESIA’is collected: - -K"/.//mw
. | o ) | ‘r
+.(LOC VAL (¥INSIDE* 'PARTOF (*INDONESIA))) <,

- - N - » '
x [N
< \ kI
) .
- - A3

e Q L . 24 : - l ‘ o ‘
ERIC . S 24 R

s ST,

o . ) o 3 Page 22

\3(6) (Castro condemned) THE EXECUTION OF THOUSANDS OF COMMUNISTS

Y + among ~ 1its roles the VICTIM of the @xecution. . Among 'the‘
:m expectations associated with the script there is .one which_
\ _ ¢ N .

R éxpects ‘the ‘' victim to be a person (or .a -group 'of people)

is another unlt which creates a group whose members follow. This'

-, COMPNUM {ORDER VAL (1000] = - .°

S s plaéed in the MOBJECT slpt .0f MTRANS for "condemned". - Aftér

S

te ‘.
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Now the'grocessor must' decide whether Indonesia. was ‘the piage
> . )

- . 14 1 L. . N
"where the execution occured or where it Was condemned by Castro.
N . : . N - » =

In the absence~offother\expecta{ions, the program picks the first

. sy
alternative. S0~ . .y ' s

S

To'conclude this section, I wodld' like to discuss the '

v

treatment af words unknown to the program People‘have a ¢1m1ted

3
- 1

~ab111ty to interpret such words #tom context, or,: at q;east, ,toi

¢

~1gnore them. ~We~tried to put some of th1s klnd‘of 1n§elllgence

1n our programs. The problem»has two aspects.s F1rst We have t0'
{ 4
fﬁgure~ ont what role the unEfbwn word. (‘or words) mlght play in
’ thﬂ sentende and then 1nterrogate the context to  find out what
meanlng this , word mlgh//have.' The borde&llhe between these two
$
tasks is very vague. As of now, ' most of the f1rst part’ is
q .
handled by NGP and most of the second part by Rick Granger's
* program cailed,FOUL-UP (Granger 1977). -The following examples
., . t, o ¢ ¢ S ’
.illustrate how the NGP part works.
. T ) * _,g O ‘-s’
(7) 3JOHN ATE A FOO FISH. /* .
- " r- . ] S, . -
3"7 R < . . ;
FOO;&s 1nterpreted as an unknown modifier and ignored.” |, .-
- 'Y “‘ - .
*(8) JOHN ATE A BLUE FOO. '“‘\\\; - - .
s - VAN . - '
The output of NGP- . ‘ ) )
‘ . * . . " ' L.
" (#BOGUS COLOR (BLUE) LEXVAL (FOO) REF (INDEF)) - ~
. . ‘ o . - . ’ . - ;‘ '.\.
is handed to FOUL-UP for further investigation. .
® ’ b ST o . , ‘ . ‘~ . . -
. (9). DR'FOO BAZ ATE A BLUE FISH. ) .

. - . N ‘ .
' N - v‘ . ot
. . . . .

fw

e .o ‘.

a2




LR S

-

. FOO'BAZ are 1nterpreted as the’flrst and the last - names of a
. . ' *

. ’ .
- - . * b

TARGET (country),. The list of 50 heagilnes that -our system can 5

- .

v B . .
.
-~ . - [} . .
N 3 . ¢ . . -
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. - -
~

4 ¥ b - c % . .

person whqse occupatlén is DOCTOR. _
) RN . .. . ,
. (10) FOO'S FISH WAS BAD. < ) * . -t
* v . . \

FOO is 1nterpreted as the last name unlefs (91 and (10) oéﬁurred

¢ °

in the same story, in whlqh tase FQO yoqld.have already been

©

vl deflned as a f1rst name. }'- “ oy . ¥ — R

T

B ) N \ . '_"r R . ’_" ;. ) .
{11) JOHN WAS TAKEN TO THE HOSPITAL BY FOO AMBULANCE.“_@ L
4 : /'é. ' . 4 Q ’ ‘ ’ ) .‘.

: FOO is Lnterpreted'to be a'name'of an ambulance canpany,' since

AMBULANCE has a BACKWARD expectatlon looking for a. company name.r

Bt
LS ‘. - - > .
[ ., o . .

¢ ' g

(12) 593 Foo BAZ AVENUE : o . <, S

; f{ . . . N o ] . . i . . ) Srog

9L . - . v . e e L
FOO BAZ is interpreted‘as the name ef an avenue: S T

a
-~

L]

v ‘ . . - . -

T . N ‘ . » -

. * . ” ¢ .

RN it . . . < . v )
, <.

oo

5. Memory.and Language ?rocessing
. . . o’ i _ . '- i ’ . "\?,

t T

-

In this section we would like.- to dlSCUSS seme‘ general

-

problems of nemory and understandlng 'as related to one very.

practical task. -Orlglnally the idea-to write a noun grpup parser °é>&\\

.appeared in connectfon w1th -our pre11m1nary work.on the* WEIS

. R - / &
project.— As mentioned fn the 1ntroductaon, WEIS system
< wd '

designed ‘to understand ang class1fy 1solated newspaper headl;pes

on intetnatlonai relatloﬁs. - The class1f1cations. of headllnes
e ‘ - 3 ,n .., e
' abpqt international interact@ons are triples:ﬂ ACTOR, - c@untryo,y

\S'-' - ' s
ACTION (one :-of ‘20 selected international 1nteract10ns), and

4

. . %
L . . P S ] ' 5 ﬂ‘.
¢ A L.

»

o -

. . . . .
. .
! . - . . .
N . ~ -~ »
.- ! 3 - 3 . - .
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¢

s handle (as of March .1, 1977) is given in Appehdix’l:"

. v
N

An earlier attempt to obtain such a.qlassificat%on directly

hY

from the input text using the "simplest poss;ble‘syntax relative,

to the’ ACTOR-ACTION-TARGET semantics” failed dramatically

; (Tripodes et. al. \1974). It wadnclear to us from the .beginning
that " in order to cotreétly endode a senﬁenqe one has. to

understand it. Further, one cannot speak’ about uaﬁ:rstandingb

without meaning representation and memory models. Conceptual

1D?pendency was our natural thoice for a meaning representat%on
system. As fgr the memory, ;e thought -that a Gery limited model
‘coﬁlaining only pasié information about':countries, people,
u\physical objecss, éﬂﬂ sbme*organiiations would be sufficient. .for

the . task. This model'proved to be inadequate. To détermine the

- meaning of even simple sentences 'qe ‘need much more ‘detailed

knowledge , about currenﬁ. and ' past relations between‘couniries,
their siz€, poli¢ies, and many more other features. Cohsider<the .
. ' . ‘ ‘ * e ¢

°
-

© s followiqg examples: R : A, -~

°

(1)- LEBANESE OFFICIALS SEIZED 1500 RIFLES- FROM BULGARIA (*) L

. N . i "
- !

. o Lo :

Were the rifles owned by Bulgaria, made in Bulgaria, or did they
v~ ‘ :

,f“come frcm‘Bulgarla? A reader Whgafollews international,rela;ions

would know that it . is - highly imp}ausibie that the Lebanese
/'\ , ’ -—,.

------- ‘-—_--_----—_-_--—--_‘---—-------—-—----—--a-

(*)Some of the examples in this section might look cumbersome or
artificial, but, in fact, all .of them are real newspaper
. headllnes whlch WEIS had to process and classlfy.

- L4

N

v
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‘

officials would enter into direct' conflict with *Bulggéia by

X seizing its property. An informed reader would.also know that

13

there are armea groups in Lebanoﬁ who receive supplies from
Communist. countries. Thus, he would concludé that the rltles
probably came from Bulgéria .and were selzed from" an unknown

party. The meaning of (1) can be expressed in CD using scriﬁt

notation, as follows: -,

'(ACTOR (#SR-ORG MEMBER
($PERSON PARTOF
(#ORGANIZATION TYPE (GOVERNMENT) -~

PARTOF (LEBANON))))

.

<=> ($SEIZE) -~
FPROM X ) :
(\ -
"OBJECT ($#GROUP MEMBER Y))
where Y is '

.

($PHYSOBJ TYPE .(WEAPON) COMPNUM (1500) é

L}
REL (ACTOR (SOMEONE) <=>"(ATRANS) OBJECT Y
N S

-

. o .
-, FROM (:BULGARIA) TO.

CX)) e

]
L 4
.
L}

'If, on the other- hand the headline had been ISRAEL SBIZED RIFLES

‘FROM EGYPT, wlth the two countries engaged in a.direct confllct,

« then a knowledgeable reader wolld have probably toncluded that

the rifles were seized from Egypt. Here different

interpretations lead to different WEIS encodings with different

TARGETs for the ACTIONs. ' -

28
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EY ‘ / M .
The difficulty in the above examples cames from the

ambiguity of the word FROM. It can be a link between the verb

4

i 1 S
SEIZE and its indireét object or it can link a qualifier to a

noun group. In- general, prepositions help us to idehtify the
roles of played by the words thef precede, but very often they

are not sufficiemt. Consider the preposition.BY .in the following
- ; s ‘ :
sentence: . L\ .

(2) Usa PROTESTS INDIA'S ABANDONMENT OF NEUTRALITY BY

'ESTABLISHING FULL DIPLOMATIC RELATIONS WITH NORTH VIETNAM

Even after we have established that BY introduces the. instrument

of an*actioq (whiqh ip itself is a nontrivial task), we still do
not know which action this instrument modifies. Who established
full diplamatic - relationqggbph North vietnam, the USA.or India?

Oﬁe has tod be acquainted with_ the 'corresponding political

situation in order to reject'the.first interpretation by making
the inference that the USA was not 1likely to establish full

diplamatic .relations with North Vietnam, but India was and such

an act would, in faét, be a violation of neutrality from the US

[} - -
~ M LS ]

viewpoint.

A

‘

The preposition IN is even more troublesome:

- . P

(3) CASTRO CONDEMNED THE EXECUTION OF COMMUNISTS IﬁthDONESIA

.
»

“Here again an infqrmed reader would know that gastro was not

» » » \
“likely to pronounce his condemnations in Indqne51a and,. hence, we

concdude that itiwas the execution of communists which fook place
in that country. RS . .‘, e

29
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Another difficulty is the scope  of the prepositioné.

. . .
Consider: . . o \vﬂx

-

(4) SOUTH KOREA SMASHES 7 NORTH KOREANAESNIONAGE RINGS INVOLVING

9 SPIES AND 14- COLLABORATORS IN SEOUL, TEAGU, AND POHANG

!

For some reason we merge 9 spie®fand 14 collgbordtors in a group
: N - B .
-of 23 individuals, . which 1is split into 7 groups that are
, R ‘
- distributed in three South Korean cities. 1If, instead of 9 SPIES.

we had 9 COMMUNICATION SATELLITES,.‘then we would have plased only

the 14 collaborators in these cities, Keeping the location of the

]

satellites unspetified.

-
%

\ Semantic ambiguity does not have to be related °“to any

particular preposition. Consider*thé folld;ing_éxample: .

J co , . -
;

-

®

(5) CAMBODIA BOSTS USA ASSISTANT SE&?E;ARY OF "STATE FOR

BRIEFING ON Tﬂé OUTCOME OF US’PNES&D NIXON VISIT TO CHINA
N

Who was briefing- whom? ‘Ou; %k@éwiedge of the international

situation at ' the time of Nixon's-first visit to 'China tells us

that it was the USA who was briefiﬁg Cambodia.

~
it
i

Even' a relatively simple noun_phrase»é;cb as RUSSIAN RADAR .

°

INSTALLATION in ~ S

(6) ISRAEL SEIZES A RUSSIAN RADAR INSTALLATION IN EGYPT

t

can be a source of a mistake in encoding. Only the knowledge . of
’ ’ \"
the preqise nature of the relations between Israel, Egypt, and

the USSR allows the reader to concIude that the radar in questlon .

L)

- 30
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(7) JORDAN SAID THE ARABS FAILED THE TEST N

» ) N . . .ot k4 ™
.

y .
. A Aage 29
.. \_~< " L
u——// N
was made in rather than possessed by the USSR, -and that the

~

TARGET of the Israeli ACTION was "Egypt rather tha]

The correct understanding and elassification of the above

examples ' requires very detailed: knowledge /of 1nternat10nal

. ¥
retations. And these were rather simple sentences whose mean1ng

seems obvious to most people. Many real newspaper heealines are

¢
-

much more puzzling:

- - * : \

’

(8) FORD TO NEW YORK: DROP DBAD ‘ . . N \

a .
) [y

. . ' ~ .

. ~ .
Suppose now that we have a detailed model of ' the political

°

‘'world which enables us to make all necessary inferences about

international affzirs. Will such a model be sufficient for® the

correct understanding of.political headlinés? gon the surface the
! : . )
answer is yes. With such & model we would be able to make ‘all

) : : \ :
the inferences we needed/in our analysis of the}examples in this
fection.» But note that

14

i/n our discussion of these examples we

ronly 1listed the necessa y 1nferences.. We sa1d nothing about how

we arrlved at the necessgity to use these partlcular 1nferehces.
In other words, the mempry itself is not.enough. We need to know -
~ - ’ ’

how to get the parser tb.ask the memory the right questions.

This paper deéscribes| in detail how such questions are treated

ifiside English noun groups. Most of, the examples in th1$ sectlon

1

go beyond the noun group framework., We wexe able tor handle them'
5 N

bgwittaéﬁfna the ad ho¢ requests to the secondary expectatlons'

deefining instrumental and, locative prepositions, This is not

»

B y ‘ . ) 3]. .\h , ‘

e
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“"." ‘ l' » ) N . . . 3 )
\a&wax% a satisfactory solution, and finding a general solution to
Fways . ? . : : \
this problem is one of the.areas of our current reseéarch.
= R e € . E
& ' -
% . . .

. 6. Conparison with other Work and Conclusions

The work presented in th;éjpaper is a further developnhent of

o

ELI. The main dlfference between this program and most other
'~parsers (see, for example. Wlnograd 1972, Woods and Kaplan l97l)

is that -it does not separate its llngu1st1c knowledge from 1ts

£ a

general world knowledge. In other programs the analysls is done

‘

in two stages.’ First the input is analyzed syntactically and ,

then the result is 1nterpreted'semantlcally. For example, LUNAR

(Woods and Kaplan 1971)  uses the Augmented Transltlon Network
\ .

Grammar (Woods' i1970) ‘to ~generate poss1ble syntactlc
1nterpretat10ns of a given sentence and'then'applies its damain

'knowledge to determine whether the 1nterpretat10n is mean1ngful
Thus,7 noun groups are: parsed purely s;fzﬁctlcally and thelr

‘- meaning is not estahlished\untilrthe whole, sentence 1is. parsed.
& . \In each noun‘group the first noun-is assumed to be the head noun.
: if later_this“turns out.to be ineorreet, the system'backs‘up and

-, .tries to ‘acclmulate more elements into the noun group. For

v

example, the ¢orrect procedsing of the phrase PRESIDENT JIMMY
. . . . " . ,
CARTER- which contains three nouns will require LUNAR to back up

A

twice. This means that a great deal of unnecessary effort is

spent in f1nd1ng syntactlcally plaus1ble but meanlngless parses.

\ \ This is espec1a11y true when one tr1es ‘to relax somey, syntactic
. - & s

rules to allow for'islightly 1ncorrecL sentendes. In NGP the

»’

- parslng 1s done by the use of rules most appropr1ate 1n a given

-
T ~

e » \ 3
.

-




SN P ’ Ar

A
P

situation, semantic or syntactic. Thus,'in the example above,

the programs contained in- the dictionary entry *for the  word
. - !

PRESIDENT will ~“immediately - collect JIMMY CARTER. Most of the

program's 1inguistic knowledge is not built ‘into ‘its control
© A
structure but stored in the- dictionaries and used as a par of
L . ‘
its general knowledge. This makes the program very flexible,'

’

easily extensible, . and provides for the correct.processing of

“ingrammatical” sentences. .

Another impolnt difference between this program and both

Winograd's and the LUNAR system is in the representation of

.

meaning. The meaning of a sentence‘'in Winograd's system is a

LY
program for manipulating blocks§. The meaning of a sentence in

Page~3§ N

N\

- “’J .

the LUNAR~ system is ;i: request for information about some
properties of "the rocks from the Moon. Botn these systems are-
very specialized ana'notveasily eitensible to other dgmains: Our
analyzer 'is "based on the Conceptual Dependency representation
systent which is not limited to any pgrticular domain. The Agane
program can handle a.wide variety of topics, from -car accident

. R
reports, to state visits to Chind.

The results ‘presented in this paper snow that botn
linguistic! and world knowledge are required for correct and
efficient han@ling of noun groups. The.grogram demonstrates the
possibility and the advantages of the simultaneons applicationvgf

both kinds of knowledge, without separating " the ‘process of

understanding//into syntactic and semantic stages. The program

provides an intu1tively plausible model for a hieracphically L

!
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organlized, expectation based control mechanism for analyzing nodn
groups. . ' . . )
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' Appeﬁdix 1
] Sente’nces processed by the YALE-WEIS program
b 1. LAO FORCES ABANDON BAN-NHIL TO NORTH VIETNAM.
" 2. USA NAVY TASK FORCE WHICH HAS BEEN/ ON PATROL DUTY -IN T;E
INDIAN OCEAN FOR A MONTH LEAVES THE AREA.

3.M~CUBA GRANTS ASYLUM TO A USA.MARINE

4. FRANCE SELLS 50 MIRAGE JET PLANES TO LIBYA s P

5. USA APPOLLO 12 ASTRONAUTS VISIT INDONESIA. *

6. }ISRAELI TASK FORCE SEIZES UAR RADAR INSTALLATION ON 'SHADWAN.

7. LEBANESE OFFICIALS SEIZED 1500 RIFLES FROM BULGARIA.

~. 8« GUINEA EXPELS 1 SPANISH CITIZEN.

A 9. AUSTRIA EXPELLED 4 CHINESE IN A COVTROVERSY OVER THEIR STATUS
. AND ACTIVITIES. . ) i
. ’ ' : T4
10. CASTRO CONDEMNED THE EXECUTION OF THOUSANDS OF?COMMUNISTS +IN
INDONESIA. : -
11. SUKARNO EXPLAINED THE—EXPULSION OF THE USA NEWSMEN&
"‘.\\ ' . . 0/
.TL« T 12. J?FDAN SAID ARABS_FAILED THE TEST.
g ¥R AR N / -
e 13. ALGERIA PROTESTED TO SPAIN THE DETENTION OF /AN ALGERIAN

‘ DIPLOMAT,IN CONNECTION WITH MURDER OF AN OPPOSITION LEADER.,

.14._USA CONCEDE. THAT USA AIR UNITS "MIGHT HAVE HIT A CAMBODIAN
v;;LAGE. g v .

15. PRIME MINISTE
' A>P PREMIER KOSYGIN. . .

-

. 16. VATICAN PRATSED UNITED. KINGDOM EFFORTS TOWARD PEACE IN
. VIBTNAM. -, - .

-

17. PRE//DENT JOHNSON SENT’ CONGRATULATORY MESSAGE TO /PRIME
. *MINISTER -INDIRA GANDHI. . . e s .

- 18. THAILAND SAYS IT WILL SOON SEND 1000 TROOPS TO VIETNAM.

i9. USA.PRESIDENT PROMISED ISRAELI PRIME MINISTER -HE WOULD GIVE
- . CONSIDERATION 10 ISRAELI REQUESTS FOR ARMS. L
t 20. SPAIN GIVES BACK TERRITORY OF IFNI TO MOROCCO. > §
ey i \ : . .
21. SPAIN GIVES POSSESSIONS OF HISTORIAN GARCILASO TO PERU.

\

\‘l‘ >/ : . . o o ’
ERIC . TS

WILSON SENT A NOTE CONCERNING THE VIETNAM WAR

r
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22. UAR FORCES ARE BOLSTERED BY KUWAIT.

23. US PRESIDENT ANNOUNCED THAT AUSTRIAN CHANCELLOR  ACCEPTED US
INVITATION TO VISIT THE USA.

24. UsA GENERAL SAYS NORTH VIETNAM HAS' UPHELD THE BOMBING
AGREEMENT., , _ T Co

25. SPAIN AND RUMANIA SIGNED AGREEMENT ESTABLISHING FULL CONSULAR
AND COMMERCIAL RELATIONS. ’

26. KENIA SIGNS INTERNATIONAL COFFEE AGREEMENT OF 1962. i

27. USA, UNITED KINGDOM, NETHERLAND, NORWAY.ASSIGNED WARSHIPS TO
NEW_ PERMANENT FORCE OF NATO.‘ . v

28. FUNERAL OF INDIA'S SHASTRT ATTENDED BY USSR KOSYGIN, USA
HUMPHREY, UNITED KINGDOM'S BROWN, AFGANISTAN'S MAIMANDA,’
PAKISTAN'S FARUQUE, AND REPRESENTATIVE OF U THANT.

29. CAMBODIA HOSTS USA ASSISTANT SECRETARY OF STATE GREEN FOR A
BRIEFING ON THE OUTCOME OF US PRESIDENT NIXON VISIT TO CHINA.

Vel
»+30. SOUTH VIETNAMESE FOREIGN MIN%STE? TRAM' VAN LAM SAYS THE SOUTH

VIETNAMESE =~ GOVERNMENT AP S THE FINAL USA = CHINA
.. ~ COMMUNIQUE AND FEELS IT UPHOLDS THE USA COMMITMENTS ‘IO SOUTH
VIETNAM.
31. US Ass ANT SECRETARY. FOR EAST ASIAN AFFAIRS MARSHALL GREEN
REAFF "USA  DEFENSE{ COMMITMENT TO TAIWAN AND SAYS THE USA A
WILL C@NTINUE . DIPLOMATIC RELATIONS WITH = THE TAIWANESE
GOVE-RNMENT. - v
32. NORTH VIETNAM TO ESTABLISH’ FULL DIPLOMATIC RELATIONS WITH
SWEDEN. - i
33. USA PROTESTS INDIA'S ABANDONMENT OF NEUTRALITY BY - ..
-~ "ESTABLISHING FULL DIPLOMATIC. RELATIONS WITH NORTH VIETNAM. o
34. TAIWAN/AND UN STGNED AGREEMENT TO BUILD TYPHOON AND FLOOD y
WARNIXNG SYSTEM. ‘ ‘
35. CHINA EXPELLED ITALIAN MISSION BECAUSE TRIP BLESSED BY POPE. &

36. WEST GERMANY CAUG%? 5 SOVIET CITIZENS SPYING ON WEST GERMANY.

38.. SYRIA AND ISRAEL EXCHANGE FIRE. 4

39. NORTH VIETNAM ASKED THE USSR AND CHINA TO CONTINUE AID TO HIS
COUNTRY. y -

-

&

'40. THAI MILITARY SOURCES ACCUSED CAMBODIA @F FIRING ON THAI -
.. TERRITORY.

"41. WEST GERMANY REJECTS USSR CRITICISM OF NATO MANEUVERS.

S - 38
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43.
44.

45.
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CZECHOSLOVAKIA REFUSES TO - LET STpDENTb
CZECHOSLOVAKIA. ,

kY

usa ENTER-

USSR CANCELS INDONESIAN FOREIGN MINISTER VISIT TO MOSCOW .

USA PRESIDENT SIGNED EXECUTIVE ORDER TO CUT OFF TRADE WITH.
RHODESIA. ' « N ' .
SOUTH KOREA SMASHES 7 NORTH KOREAN ESPIONAGE,RIN INVOLVINQ
9 SPIES AND 14 COLLABORATpRS IN SEOUL, TAEGU, AND THE.EASTERN

PORT QF POHANG. ] N

HONDURAS SAID IT HAD EXPELLED soma SALVADORIANS FOR ILLEGAL
JMMIGRATION. . '
CHINA PEMONSTRATES IN PEKINGAT USSR.EMBASSY. o

USSR MILITARY UNITS PARTICIPATE IN MONGOLIAN PARADE.

NIGERIA., TAKES BIAFRAN PROVISIONAL CAPITAEL OF OWERRI.

,LEBANEéE TOWNSPEOPLE SET FIBE\TO ARAB COMMANDO OFFICE.
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